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Figure 1. (a) a 3D-printed prototype of proposed multi-wheel based input device, Wheeler. It has three rotational wheels, two push buttons on the left
side, and audio-haptic capability; (b) internal components and electronics of Wheeler; and (c) a user is using Wheeler non-visually.

ABSTRACT
While sighted users leverage both keyboard and mouse input
devices to interact with desktops, non-visual users, i.e., users
who are blind, cannot use a mouse as it only provides feed-
back through a visual cursor. As a result, these users rely on
keyboard-only interaction, which is often cumbersome, inef-
ficient, and error-prone. Prior work has shown that using a
small, rotary input device benefits blind users significantly, as
it simulates mouse-like operations. In this paper, we extend
this prior work by proposing Wheeler, a multi-wheel based
input device that provides simultaneous access to UI elements
at three different hierarchies, to facilitate rapid navigation and
mouse-like interaction. We designed Wheeler from scratch in
multiple iterations and assembled it using 3D printed models
and commercially available electronics. A preliminary user
study with six blind-folded sighted users revealed its potential
to become an essential input device for blind users, as well as
a training and learning tool.
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MOTIVATION
Sighted users typically use a keyboard and mouse to interact
with desktop computers. Keyboards are used to enter text and
issue quick shortcuts, whereas mice are used for pointing and
clicking on user interface (UI) elements on the 2D screen. Un-
fortunately, non-visual users, i.e., users who are blind, cannot
use a mouse, as it provides visual feedback through a cur-
sor. For this reason, blind users primarily rely on keyboard
shortcuts, in addition to assistive technologies like screen read-
ers [1] that describe screen content aurally.

While this mode of interaction works, the lack of mouse-based
point-and-click functions makes it less efficient. Compared
to sighted users, blind users take a longer (∼ 3×) time to
complete a given task [7, 9]. Memorizing numerous keyboard
shortcuts also poses a significant learning challenge; and blind
users, regardless of their expertise, could accidentally mix-up
one shortcut with another [3].

To overcome these problems, we propose Wheeler, a mouse-
shaped, stationary, input device that has three rotary wheels
and two side buttons (shown in Figure 1), where user rests
her three fingers over the three wheels and her thumb over
the two side buttons. Rotating a wheel is akin to moving the
mouse cursor, and pressing the side buttons is akin to making
a left-/right-click with the mouse, respectively.

WHEELER
Wheeler assumes that UI elements are semantically alike and
inherently hierarchical. By leveraging these semantics, one
can construct their hierarchies [5, 4]. As an example, Fig-
ure 2.c shows how the menus and ribbons of two applications
(shown in Figure 2.a-b) can be organized in a tree hierarchy
of three levels. Once such hierarchies are constructed, the
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Figure 2. (a) Multi-level menus in NetBeans; (b) nested structures in ribbons in MS Word; (c) a sample 3-level tree hierarchy to represent (a) or (b).
E.g., 1st -level elements, {a.1, a.2, ...} could represent the top-level menu items like {Edit, View, ...}) in (a) or {Home, Insert, ...}) in (b).

three wheels of Wheeler, namely, wheel 1, wheel 2, and
wheel 3, are dedicated to navigating UI elements in three
different levels, namely, 1st , 2nd , and 3rd , respectively. The
rotate gesture (e.g., clockwise, and counterclockwise) selects
an element in a level bi-bidirectionally. While wheel 1 can
select any element in the 1st level, wheel 2 only selects the
immediate children of the element currently selected by wheel
1. Recursively, wheel 3 only selects the immediate children
of the element selected by wheel 2.

Wheeler provides the effect of having three hierarchical cur-
sors. It also maintains the states of which elements were
selected last time in a subtree rooted at the element selected
by wheel 1 and wheel 2. When revisited, it selects those
elements automatically, otherwise selects the first element at
any level. To perform a left-/right-click operation, the user
presses either of the side buttons.

In order to adjust a wheel’s sensitivity, users can define the
rotation resolution (in degrees). Upon rotation, Wheeler pro-
vides audio-haptic feedback to affirm a valid operation and
sometimes to convey spatial information, such as whether a
UI element is the last (or first) among its siblings.

PROTOTYPE DESIGN AND IMPLEMENTATION
The design of Wheeler was informed by our previous work,
Speed-Dial [2], where Billah et al. demonstrated the effec-
tiveness of a rotatory input device that emulates mouse-like
functions for blind users. Unlike Speed-Dial that has one ro-
tary input, Wheeler has three. Wheeler also eliminates the
need for manually navigating UI hierarchy by overriding the
press operation (e.g., single-press to go down, or double-press
to go up in the hierarchy), which was found to be problematic.

We designed Wheeler from scratch and in multiple iterations.
Figure 3 shows different modules of our design, along with
their dimensions. At each iteration, we sought feedback from
the local blind community to ensure user comfort. Based on
user feedback, we placed both buttons on the left side of the
device and changed their sizes to make thumb-accessible.

Electronic components include one Arduino Nano controller,
three rotary encoders, one mini vibrator motor, and one buzzer
(shown in Figure 1.b) – all of which cost less than $30 USD.

The device is connected to a PC via a USB cable. Cur-
rently, it only works for applications that support plug-ins

Figure 3. 3D components of Wheeler with dimensions in millimeters.

(e.g., MS Office Suite, NetBeans, and Web Browsers). We
wrote application-specific plug-ins to receive rotation and
press events from the device. To extract the UI hierarchy
of an application, we used Window’s accessibility API (e.g.,
UI Automation [6]).

PRELIMINARY EVALUATION AND FUTURE WORK
Due to COVID-19, we were unable to recruit blind participants
to evaluate Wheeler. As such, we conducted a preliminary
study with six blind-folded sighted participants, where they
were asked to find a given ribbon element (e.g., find Format
Painter from Clipboard group under Home in Figure 2.b).

The study revealed that Wheeler is easy to use and learn. The
ability to use three wheels concurrently helped participants
quickly familiarize themselves with the dense, hierarchical
UI structure of an application. Participants commented on
the weak integration of Wheeler with Narrator (i.e., screen
reader), as it was slow to report selection changes and did
not perform audio ducking when participants rotated a wheel
multiple times in quick succession. Despite these issues, they
commented on its potential to become an essential input device
for blind users, as well as a training and learning tool.

In the future, we plan to tightly integrate Wheeler with an
open-source screen reader, NVDA [8]. Furthermore, we aim
to expand its capability to work with UI hierarchies deeper
than three levels. Finally, we plan to conduct a comprehensive
study with blind users to measure the effectiveness of our
device, both qualitatively and quantitatively.
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